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1
METHOD FOR OPTIMIZING MEMORY
CONTROLLER PLACEMENT IN
MULTI-CORE PROCESSORS BY
DETERMINING A FITNESS METRIC BASED
ON A BOTTLENECK LINK IN A
MULTIPROCESSOR ARRAY

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application is a continuation of U.S. patent
application Ser. No. 13/847,748, filed Mar. 20, 2013, which is
acontinuation of U.S. patent application Ser. No. 12/487,957,
filed Jun. 19, 2009, the entire disclosures of which are incor-
porated herein by reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

Aspects of the invention relate generally to multiprocessor
computer architectures. More particularly, aspects are
directed to memory controller configurations for routing data
between processors and memory.

2. Description of Related Art

In many computer systems, such as high speed data pro-
cessing systems, multiple processors are employed. The pro-
cessors may be arranged in different configurations. For
instance, an array of processors may be configured in a mesh
ortorus architecture. These processors may be interconnected
and have access to external memory through one or more
memory controllers.

As multiprocessor computer architectures become more
and more complex, it becomes increasingly difficult to deter-
mine optimal placement of memory controllers in relation to
the processors. Improper placement of memory controllers
can cause unwanted delays (latency) or other processing
issues. Therefore, it is important to properly evaluate multi-
processor architectures and determine effective placement of
the memory controllers.

Systems and methods that optimize memory controller
placement relative to the processors, thereby improving
memory utilization and reducing latency, are provided.

SUMMARY OF THE INVENTION

In one embodiment of the invention, a multiprocessor
architecture comprises a plurality of processors arranged in
an array and a plurality of memory controllers. Each proces-
sor is positioned at a node of the array configured to route
message packets across the array. The plurality of memory
controllers is operatively coupled to the processors in the
array. Hach memory controller is directly connected to a
respective one of the plurality of processors and coupled to an
external memory. The plurality of memory controllers is con-
figured to receive message packets comprising memory
requests from the processors in the array and to issue replies
based upon the memory requests. Each memory controller is
directly connected to the respective processor so that each
row in the array has at least one of its processors directly
connected to the respective memory controller. And each
column in the array has at least one of its processors directly
connected to the respective memory controller to spread
memory request and reply traffic across all of the rows and
columns in the array.

In one alternative, the array includes at least six rows and at
least six columns. In another alternative, the array comprises
a mesh architecture. In a further alternative, the array com-
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2

prises a torus architecture. In yet another alternative, the
plurality of memory controllers are directly connected to the
respective processors in a diagonal X configuration. And in
another alternative, each processor that is directly connected
to one of the plurality of memory controllers is situated diago-
nally adjacent to another processor in the array that is also
directly connected to one of the plurality of memory control-
lers.

In another embodiment, a multiprocessor architecture
comprises a plurality of processors arranged in an array, a
plurality of multiport router switches, and a plurality of
memory controllers. Each processor resides at a node of the
array. Each router switch is coupled to one of the nodes in the
array and is configured to route message packets across the
array by directing the message packets to an adjacent node in
the array. And the plurality of memory controllers is opera-
tively coupled to the processors in the array. Each memory
controller is directly connected to a respective one of the
plurality of processors and coupled to an external memory.
The plurality of memory controllers is configured to receive
message packets comprising memory requests from the pro-
cessors in the array and to issue replies based upon the
memory requests. Each memory controller is directly con-
nected to the respective processor so that the plurality of
memory controllers are arranged in a diagonal X configura-
tion.

In another embodiment, a method of selecting a memory
controller configuration for an NxM multiprocessor array
comprises initializing a population including multiple
memory controller configurations, each memory controller
configuration including a plurality of memory controllers for
coupling to selected processors in the multiprocessor array;
representing each memory controller configuration solution
by a bit vector of N*M Boolean elements; evaluating a fitness
metric for the bit vector of each memory controller configu-
ration, the fitness metric identifying at least one of a maxi-
mum channel load and a contention rate for each given con-
figuration; determining whether stagnation has occurred in
the population; and if stagnation has occurred, reporting a
subset of the population based upon the fitness metric.

In one example, if stagnation has not occurred, the method
further comprises selecting k solutions from the population
having the lowest fitness metric; and merging the k solutions
to form a new set of solutions. In one alternative, this method
further comprises determining whether a maximum number
of generations has been reached; if the maximum number of
generations has been reached, reporting the subset of the
population remaining in the merged solutions; and if the
maximum number of generations has not been reached,
mutating the new set of solutions to produce mutated solu-
tions. In one example, mutating the new set of solutions
includes swapping adjacent bits in the bit vector. In this case,
mutating the new set of solutions may further include replac-
ing existing ones of the new set of solutions with the mutated
solutions. Alternatively, the method further comprises re-
evaluating the fitness metric for each memory controller con-
figuration remaining in the merged solutions after mutation.

In another example, the fitness metric is derived from a
contention simulation, and the method further comprises
simulating random permutation traffic for each memory con-
troller configuration in the population. And in yet another
example, each bit vector is evaluated no more than once.

A further embodiment of the invention includes a method
of selecting a memory controller configuration for a multi-
processor array. The method comprises identifying a plurality
of memory controller configurations of the multiprocessor
array for testing; executing a link contention simulation trial



US 9,158,688 B1

3

on a first one of the memory controller configurations to trace
a path that a memory packet takes through nodes in the
multiprocessor array; incrementing a count on each link that
the memory packet traverses, the count representing a chan-
nel load of the first memory controller configuration; repeat-
ing the link contention simulation trial until a maximum
number of trials has been reached for the first memory con-
troller configuration; averaging the channel loads for all trials
to obtain a fitness metric for the first memory controller
configuration; performing the executing, incrementing,
repeating and averaging for each remaining memory control-
ler configuration; and selecting a given one of the memory
controller configurations having the lowest fitness metric.

The method may further comprise evaluating a subset of
the memory controller configurations by representing each
one of the subset of memory controller configurations by a bit
vector of N*M Boolean elements; evaluating a fitness metric
for each one of the subset of memory controller configura-
tions, the fitness metric identifying at least one of a maximum
channel load and a contention rate for each given configura-
tion; and selecting one configuration from the subset of
memory controller configurations based upon the fitness met-
ric.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a multiprocessor architecture for use in
accordance with aspects of the invention.

FIGS. 2A-B illustrate a pair of exemplary memory control-
ler arrangements.

FIG. 3 is a chart illustrating memory controller usage dis-
tribution in accordance with aspects of the invention.

FIG. 4 provide a series of tables identifying simulation
parameters and related information in accordance with
aspects of the invention.

FIGS. 5A-D illustrate various memory controller configu-
rations in accordance with aspects of the invention.

FIG. 6 is a chart comparing memory controller configura-
tions in accordance with aspects of the invention.

FIG. 7 is a chart illustrating maximum channel load versus
the number of memory controllers in accordance with aspects
of the invention.

FIGS. 8A-F illustrate distribution plots for memory con-
troller configurations in accordance with aspects of the inven-
tion.

FIGS. 9A-D illustrate distribution plots for memory con-
troller configurations in accordance with aspects of the inven-
tion.

FIGS. 10A-H illustrate additional distribution plots for
memory controller configurations in accordance with aspects
of the invention.

FIG. 11 is a chart showing the standard deviations of net-
work latency for requests to memory controllers in accor-
dance with aspects of the invention.

FIG. 12 is a flow diagram illustrating a process for selecting
an optimal memory controller configuration in accordance
with aspects of the present invention.

DETAILED DESCRIPTION

Aspects, features and advantages of the invention will be
appreciated when considered with reference to the following
description of preferred embodiments and accompanying fig-
ures. The same reference numbers in different drawings may
identify the same or similar elements. Furthermore, the fol-
lowing description is not limiting; the scope of the invention
is defined by the appended claims and equivalents.
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4

FIG. 1 illustrates an exemplary multiprocessor computer
architecture 100. As shown, the architecture includes 64 pro-
cessors (PO ... P63) arranged in a mesh-type configuration at
nodes 102. The processors at adjacent nodes 102 in the mesh
are directly linked to one another via connections 104. For
instance, processor P9 is connected to processors P1, P8, P10
and P17.

The processors along the top (PO . . . P7) and bottom
(P56 . . . P63) nodes of the mesh may be directly linked to
respective memory controllers 106. As shown in this
example, four processors 102 connect to each memory con-
troller 106. In addition, each memory controller 106 couples
to a physical memory 108. The remaining processors may
communicate with the memory controllers 106 through one
or more intervening nodes 102.

Flip-chip packaging allows sufficient escape paths from
anywhere on a chip. This leaves open the question of where to
place each memory controller within the on-chip network to
minimize both latency and link contention. The memory con-
trollers themselves do not have to be part of the on-chip
network. Rather, the ingress/egress ports to/from the memory
are part of the on-chip network. The combination of where the
memory controllers are located and routing algorithm may
significantly influence how much traffic each link will carry.

As the number of processor cores (individual processors in
the array) grows, it becomes impractical for each processor to
have a memory controller directly attached. Furthermore, a
many-core chip multiprocessor with n processors and m
memory ports will have

possible permutations for where the memory controllers may
be located within the on-chip fabric. These different memory
controller configurations can have a dramatic impact on the
latency and bandwidth characteristics of the on-chip network,
especially for a mesh topology which is not edge symmetric
like a torus, for example. Furthermore, by reducing the vari-
ance in packet latency as well as channel load, the on-chip
network is less sensitive to which processor core (individual
processor) a thread is scheduled for execution on. In accor-
dance with aspects of the invention, careful placement of the
memory controllers improves performance and provide pre-
dictable latency-bandwidth characteristics regardless of
where a thread executes on the array of the chip multiproces-
sor.

FIG. 2A provides an alternative representation of how the
memory controllers of FIG. 1 couple to selected processors.
This configuration is alternatively referred to as the “row0__
7” configuration. As shown by the shaded processors in FIG.
2, ingress/egress ports 200 of the memory controllers (not
shown) are co-located with the processors along the top and
bottom rows of the architecture’s array. And as shown in the
alternative arrangement of FIG. 2B, the ingress-egress ports
200 are co-located with the processors along the left and
right-most columns in the array. The FIG. 2B configuration is
alternatively referred to as the “col0__7” configuration.

In one embodiment, all possible permutations of memory
controllers in both mesh and torus topologies that are com-
mon in two-dimensional on-chip networks are expressly enu-
merated. Simulation has been used to find the configuration
that minimizes the maximum channel load. While exhaustive
simulation is possible for modest-sized on-chip networks
(e.g., k<7); larger networks such as an 8x8 mesh are analyzed
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using a heuristic-guided search to deal with computational
complexity that arises from a large search space. In another
embodiment, the design space of on-chip networks is ana-
lyzed to show how memory controller configurations and
routing algorithms can improve the latency and bandwidth
characteristics as well as reduce variance of the network for
both synthetic and full system workloads.

Memory controller configuration solutions may be tested
or otherwise analyzed in different ways. For instance, one
procedure employs link contention simulation to trace the
path a packet takes through the network and increments a
count on each link that it traverses. This count represents the
channel load, or contention, that would be observed by the
link if the processors were simultaneously active.

In one example, the link contention simulation employs a
simulator that traces the path of each packet. The network is
modeled as a group of nodes interconnected with unidirec-
tional channels. As a packet traverses each unidirectional
channel, a counter associated with that channel is incre-
mented. The count is compared to the current max channel
load value. The maximum channel load is tracked as a proxy
for the delivered bandwidth, because the accepted bandwidth
will ultimately be limited by the channel with the highest
contention, or channel load. Preferably, all processor-to-
memory references are modeled by having each processor
choose a random memory controller in which to send a
request. Once the request packet reaches the destination
memory controller, the reply packet is sent back—again,
tracing the path ofthe packet as it heads back to the requesting
processor tile. In one scenario, 10,000 trials are employed,
averaging the maximum channel load across all the trials.
This average value is used as a figure of merit for evaluating
different memory configurations.

A contention simulator may be used to enumerate all pos-
sible placement options. Here, the process may then simulate
10,000 trials for each configuration. This can be performed
for both mesh and torus topologies. For symmetric topolo-
gies, such as the torus, there is a lot of symmetry that can be
exploited. However, the simulator may not take such symme-
try into account. Therefore, it is possible for multiple con-
figurations to be viewed as “best” (i.e., perform identically).

An on-chip network with n tiles and m memory controllers
will have

possible memory configurations that must be compared
against each other in order to choose the best solution (e.g.,
lowest contention or channel load). The link contention simu-
lator may be used to exhaustively search modest-sized fab-
rics. However, networks larger than 6x6 may be too compu-
tationally intensive to analyze exhaustively. Alternative
approaches in such cases include evaluation using genetic
algorithms and random simulation. Any combination of these
approaches (link contention simulation, genetic algorithm
and/or random simulation) may be employed to arrive at an
optimal memory controller configuration(s).

By providing multiple simulation approaches at differing
levels of abstraction, it is possible to validate and gain a better
understanding of issues that may exist in one simulation
environment, but not others. For example, using a TPC-H
benchmark, it may be apparent that some memory controllers
are accessed much more frequently than others—with some
memory controllers having up to 4x the load of others. To
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mimic this “hot spot” traffic pattern, this pattern may be
applied as input to a detailed topology and routing simulator
by choosing the destination memory controller according to
the distribution observed by a full system simulator. In this
embodiment, simulation models may be validated at differing
levels of abstraction.

Genetic algorithms take a heuristic-based approach to opti-
mization. They are inspired by DNA’s ability to encode com-
plicated organisms into simple (if lengthy) sequences. Each
sequence represents a potential solution to the problem under
optimization. In the instant case, solutions are represented as
bit vectors. Set bits in the vector represent locations of
memory controllers in the topology. In the course of execu-
tion, solutions are combined to produce new solutions (analo-
gous to chromosomal crossover), and new solutions are ran-
domly perturbed (i.e., mutated) with some probability to
prevent convergence on local minima. Each new solution is
evaluated and assigned a fitness.

The nature of crossover, mutation, and fitness evaluation
operations is specific to the problem to be solved. The fitness
of each solution is the reciprocal of the maximum channel
load for that configuration. In one scenario, a crossover algo-
rithm selects two parent solutions from a large population,
with probability proportional to the potential parents’ fitness,
and then randomly selects bits from the parents to form a new
solution.

The mutation operation swaps adjacent bits in the vector. In
order to maximize the effectiveness of the heuristic, a par-
ticular bit vector may not be evaluated more than once.
Instead, a mutation is repeatedly applied to redundant solu-
tions until a new solution is discovered. In one scenario, a
genetic simulator executes a fixed number of generations or
returns a solution when stagnation occurs in the population.

Link contention simulation may be extended to perform a
random walk ofthe design space. Initially this may be done by
randomly selecting a valid memory controller configuration
and keeping track of which configuration has the least con-
tention. As a figure of merit, maximum channel load may be
used as a proxy for accepted bandwidth. The configuration
with the lowest maximum channel load will have less con-
gestion, and as a result, the best delivered bandwidth.

When a configuration is found that is better than all other
previously explored, that configuration is identified and an
“effort counter” is cleared. An effort parameter to the simu-
lator determines how many configurations are searched
before terminating the simulation and declaring a solution.
Through experimentation, it has been found that an effort
level of 7,000 provided a reasonable trade-off between search
quality and time to solution, which was usually less than a few
hours.

As noted above, memory controller configuration solu-
tions may be tested or otherwise analyzed in different ways.
Another procedure employs a detailed, event driven simulator
to explore topology and routing sensitivity to different
memory controller placement alternatives. In this case, a
cycle-accurate network simulator may be used with synthetic
traffic to evaluate the impact of alternative memory controller
placement within the on-chip fabric and explore different
routing algorithms. Both uniform random (“UR”) traffic, as
well as hotspot traffic, may be used when processor-to-
memory accesses are known to be non-uniform.

In event driven simulation according to aspects of the
invention, memory controller placements are analyzed using
synthetic traffic patterns. One scenario involves evaluating an
8x8 mesh with dimension-order routing (“DOR”) algo-
rithms, including: XY, YX, and XY-YX randomized routing.
A novel class-based deterministic routing (“CDR”) approach
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has been compared against DOR. Details concerning CDR
may be found in co-pending U.S. patent application Ser. No.
12/487,832, entitled “Class-Based Deterministic Packet
Routing,” filed concurrently herewith, the entire disclosure of
which is hereby incorporated by reference.

As explained in the co-pending application, router
switches may implement the CDR routing. Each router
switch may be coupled to one of the nodes in the array and is
operable to direct the message packets to an adjacent node in
the array. By way of example only, router switches for use
with the invention may comprise five-port switches. In this
case, four of the ports may be directly connected to adjacent
nodes while the fifth port is connected to the processor co-
located at the same node as the switch.

XY routing is a DOR technique where packets are first
routed in the X dimension followed by the Y dimension. YX
routing is a DOR technique where packets are first routed in
the Y dimension followed by the X dimension. And in
XY-YX routing, at the source the routing path to the desti-
nation is randomly selected, routed using either XY DOR or
YX DOR.

Class-based deterministic routing takes advantage of both
XY and YX routing but the path is determined by the message
type. In one example of CDR, memory request packets use
XY routing while memory reply packets take YX routing.

For both XY and YX routing, no additional virtual channels
(“VCs”) are needed to break routing deadlock, but additional
VCs are need to break protocol deadlock. For XY-YX rout-
ing, in addition to VCs needed to break protocol deadlock,
additional VCs are needed to break routing deadlock. How-
ever, for CDR routing, the VCs used to break routing dead-
lock can also be used to break protocol deadlock, thus the
number of VCs needed is reduced compared to XY-YX
routing.

To maximize the effective memory bandwidth, the traffic
offered to each memory controller should be as close to
uniform as possible. However, some applications may exhibit
non-uniform traffic because of shared locks, for example.
Thus, alternative memory controller placement may be evalu-
ated using both uniform random (UR) traffic, where each
processor emits packets destined to a randomly selected
memory controller, and the “hot spot™ traffic based on the
distribution shown in FIG. 3. FIG. 4 provides three tables
(Tables 1-3) showing simulation parameters, benchmark
descriptions and a full system simulation configuration for
the scenario shown in FIG. 3.

In synthetic traffic evaluation, both open-loop simulation
and closed-loop simulation may be employed. Open-loop
simulation involves the metric of measuring latency vs. load
to obtain network characteristics such as zero-load latency
and the throughput. Closed-loop simulation may be used
when measuring the response of the network to compare
overall performance. For open loop simulation, packets may
be injected using a Bernoulli process.

In the FIG. 3 scenario, a simulator is warmed up under load
without taking measurements until steady-state is reached.
Then a sample of injected packets are taken during a mea-
surement interval. Parameters used in both closed and open
loop simulations can be found in Table 1 of FIG. 4.

To understand the impact of memory traffic, the memory
traffic may be separated into three different simulations in the
steady-state simulation evaluation using synthetic traffic pat-
terns. Request traffic only (“REQ”) is traffic only for the
memory controller which are injected by the processors.
Reply traffic only (“REP”) is traffic that only the memory
controllers inject into the network. Request and reply traffic
may also be employed.
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Returning to FIG. 3, different commercial workload sce-
narios or benchmarks were evaluated, namely TPC-H, TPC-
W, SPECweb99 and SPECjbb2000. The TPC-H and TPC-W
scenarios are provided by the Transaction Processing Perfor-
mance Council. The SPECweb99 and SPECjbb2000 com-
mercial workloads are provided by the Standard Performance
Evaluation Corporation. Benchmark descriptions can be
found in Table 2 of FIG. 4, with simulation configuration
parameters listed in Table 3 of that figure. In four out of the
five scenarios shown, accesses were fairly uniformly distrib-
uted across 16 memory controllers. The TPC-H distribution
generated “hot spot” traffic.

As discussed above, to gain additional insight a full system
simulation may be used in conjunction with the above meth-
ods. In the link-contention simulator and the network-only
simulators only processor-to-memory and memory-to-pro-
cessor traffic may be considered. Full-system simulation
includes additional traffic, e.g., cache-to-cache transfers that
can interact with the memory-bound requests.

In order to evaluate large systems (e.g., 8x8 processor
arrays or larger), a simulation environment may be configured
to support server consolidation workloads. In this case, each
server workload runs inside of a virtual machine with a pri-
vate address space. Threads of the same virtual machine may
be scheduled in a 4x4 quadrant to maintain affinity. Each
virtual machine preferably accesses all memory controllers
on chip.

As discussed above, the top/bottom and left/right memory
controller arrangements of FIGS. 2A-B present two possible
configurations which may be used with a multiprocessor
array. In accordance with aspects of the invention, other
memory controller arrangements have been discovered which
outperform the configurations in FIGS. 2A-B. For instance,
FIG. 5A illustrates a configuration wherein the memory con-
trollers are connected to the processors along the third and
sixth rows in the array. This configuration is alternatively
referred to as the “row2__5” configuration. FIG. 5B illustrates
a checkerboard configuration wherein the memory control-
lers are connected to the odd (or even) processors along the
second and sixth rows and are connected to the even (or odd)
processors along the third and seventh rows. Similar memory
controller arrangements to FIGS. 5A and 5B may be
employed by arranging the memory controllers along the
vertical columns instead of the horizontal rows. FIG. 5C
illustrates a diagonal or X (“diagonal X”*) type memory con-
troller configuration. And FIG. 5D illustrates a diamond-type
controller configuration. Each of these configurations has
been evaluated using the processes described herein. A dis-
cussion of results is provided below.

Link contention simulation as discussed above may be
used to provide a first-order comparison of different memory
controller configurations and exhaustively search for an opti-
mal solution in relatively small on-chip networks (e.g., k<6).
When exhaustive searching becomes intractable (e.g., k>6) a
heuristic-guided search may be used to find near-optimal
solutions.

In one example, 4x4, 5x5 and 6x6 mesh and torus on-chip
networks were exhaustively simulated according to aspects of
the invention. From this simulation, it has been discovered
that configurations that spread the processor-to-memory traf-
fic across the diagonal of the array performed notably better
than others. The table in FIG. 6 shows the simulation results
for an 8x8 array of tiles organized according to the arrange-
ments shown in FIGS. 2A-B and 5A-D. The diagonal X and
diamond configurations of FIGS. 5C-D performed 33% bet-
ter than the baseline of FIG. 2A.
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For networks larger than 8x8, a heuristic-guided search has
been employed to find optimal/near-optimal solutions. The
best solution discovered had a maximum channel load of
9.35, within 5% of the diamond and diagonal X configura-
tions. Using a genetic algorithm with a population size of 500
configurations for 100 generations yielded a near optimal
solution with a maximum channel load of 9.21, within 4% of
the diamond and diagonal X memory configurations which
have the least channel load.

The diamond configuration does not locate multiple
memory controllers in the center of the chip, which may
increase escape complexity. Using a randomized search, the
design space may be swept to determine the impact of having
many processor cores and few memory controllers. As the
number of memory controllers varies, one can search for the
best memory configuration, and note the maximum channel
load for that configuration. FIG. 7 illustrates results for maxi-
mum channel load versus the number of memory controllers
with an 8x8 processing array.

It has been discovered that for an 8x8 array, at least 12
memory controllers are required to adequately spread the
processor-to-memory traffic across enough links to avoid
hotspots. See FIG. 7. Even if every tile in the array had a
memory controller attached to the associated processor,
resulting in a perfectly uniform random traffic distribution, a
mesh would still have a maximum channel load that was 3x
the average channel load. Clearly, not all the congestion is due
to the many-to-few traffic patterns in the processor-to-
memory links. Some contention is due to routing. This may be
addressed using the CDR routing procedure discussed above.

As shown in the table in FIG. 7, the diamond controller
arrangement of FIG. 5D has a substantially equivalent per-
formance to that of the diagonal X arrangement of FIG. 5C.
However, the diamond arrangement may have more desirable
physical layout properties than the diagonal X because the
diagonal X locates multiple memory controllers in the center
of the chip (unlike the diamond), which may increase escape
complexity. In view of this, the subsequent discussion will
focus on the diamond arrangement, although the results apply
similarly to the diagonal X arrangement.

Latency versus offered load curves are shown FIGS. 8A-F
comparing the memory controller arrangement in FIG. 2A
with the diamond configuration of FIG. 5D memory control-
ler placement for uniform random (UR) traffic. For the
row(__7 arrangement and for request traffic only as shown in
FIG. 8A, XY routing is sufficient and reaches maximum
throughput of 0.25 (since there are only 16 memory control-
lers and 64 processors in this example, the maximum injec-
tion rate at each processor is 64/16=0.25). However, as shown
in this figure, YX routing performs poorly as it only achieves
approximately half the throughput of XY routing. The use of
randomization in routing (XY-YX) does not increase the
performance and the achieved throughput is between XY and
YX routing.

With the memory controllers distributed uniformly within
the same row with the row0_ 7 placement of FIG. 2A, X-first
DOR routing load-balances the traffic to find the appropriate
Y-dimension before sending the traffic to its destination.
However, YX routing sends all the traffic initially to the two x
coordinates where the memory controllers are located—thus,
causing congestion on the channels in the x direction for rows
0 and 7 which contain the memory controllers.

The impact of memory controller placement and routing
algorithm on memory traffic can be estimated by measuring
the channel load (y) since the network throughput (0) is
inversely proportional to the worst-case (maximum) channel
load. The maximum channel load for an oblivious routing

30

40

45

50

55

10

algorithm such as XY can be found by taking advantage of
linearity of channel loading. A block diagram of a kxk 2D
mesh (see FIG. 2A) with yXi (yYi) corresponding to the
channel load of row (column) i.

For request only traffic, with uniform traffic distribution
and XY routing,

max(yX7)=(k/2)M2max(y ¥i)=k(k-1)A/16 (1)

where A is the injection rate of each processor. The
max(yXi) occurs in the middle or bisection of the network
where k/2 nodes send half (A/2) of their traffic to memory
controllers located on the opposite half of the chip. The
max(yYi) occurs at the top near the memory controllers with
k/(k-1) nodes sending traffic to the memory controller con-
tributing to this channel. Since uniform distribution among
the 16 memory controllers may be assumed, the actual load
contributed from each processor will be A/16. Thus, the
throughput with XY routing is determined max(yXi, yYi).

0,7 =16/(k(k-1)%)
With YX routing, the load on the channels will be:
max(YX?)=k(k/2)MAmax (y¥i)=(k-1)M2

@

®
For i=0; k-1, yXi=0 because all memory traffic is initially

routed in the Y direction. Thus, the throughput with YX
routing is determined by yX.

0yx=8/(kxkh) @

Based on equations 2 4, it can be seen that XY provides
2k/(k-1) increase in throughput compared to YX routing, and
withk=8, XY results in=2.3 increase in throughput compared
to YX as illustrated in FIG. 8A. With randomized XY-YX
routing, XY routing is used approximately for 50% of the
packets and the rest of the packets use YX routing. Thus, the
channel load for XY-YX routing can be found as the follow-
ing.

PyY(XY-YX)=1/2yF(XY)+1/2y Y(YX)

YX(XY-YX)=1/2yX(XY)+1/2yX(¥X)

The actual channel load for XY-YX can be calculated by
using equations 1 and 3. It can be seen that XY-YX routing
does not provide any performance benefits but achieves
throughput that is in between XY and YX routing as illus-
trated in FIG. 8A. For reply only traffic, the opposite is true in
terms of the impact of routing. The use of XY routing creates
a similar problem as the YX routing with request only traffic.
Thus, YX routing provides better load-balancing for reply
traffic, —transmit the packets to the appropriate row (or X
dimension) and then, traverse the X dimension.

Similar to request traffic, XY-YX does poorly. When both
the request and the reply traffic are combined as shown in
FIG. 8C, both XY and YX routing perform similarly as the
reply traffic creates a bottleneck for XY routing and request
traffic creates a bottleneck for YX routing. However, CDR
routing significantly outperforms other routing as it provides
a nearly 2x increase in throughput. Both CDR and XY-YX
routing take advantage of path diversity as some packets are
routed XY and others are routed YX. However, by taking
advantage of the characteristics of memory traffic (where %2
the traffic will be request and the remaining %% is reply traffic),
and the load-balanced traffic pattern, CDR deterministic rout-
ing based on the message type load-balances all of channels to
provide high throughput while adding randomization
achieves performance similar to XY or YX routing.

With the diamond placement of the memory controllers,
the different routing algorithms have very little impact on the
overall performance as shown in FIGS. 8D-F. Unlike the
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row(__7 placement which creates a hotspot row in the topol-
ogy, the diagonal (and diagonal X) placement distributes the
memory controllers across all rows and columns. Thus, even
with CDR routing, there is very little benefit in terms of
latency or throughput (FIG. 8F).

According to other aspects of the invention, the impact of
routing algorithms and memory controller placement is con-
sidered through closed-loop evaluation using a batch experi-
ment to model the memory coherence traffic of a shared
memory multiprocessor. In this embodiment, each processor
executes a fixed number of remote memory operations (N)
(e.g., requests to the memory controller) during a simulation.
The time required for all operations to complete is then mea-
sured.

Here, each processor is allowed to have r outstanding
requests before the processor needs to halt injection of pack-
ets into the network and wait until replies are received from
the memory controller. The on-chip network is evaluated in
one example using values of 4 and 16 for r and 1000 for N.

Simulations according to aspects of the invention show that
larger N did not change the trend in the comparisons. Using
CDR routing, it can be seen that the limitations of the place-
ment are overcome resulting in significant improvements for
the row0__7 configuration as CDR balances the load to reduce
the execution time by up to 45% with r=4 and up to 56% with
r=16, as shown in FIG. 9A.

With higher r, the network becomes more congested and
thus, proper load-balancing through the use of CDR routing
enables significant performance advantage. With the diagonal
placement and uniform random traffic (FIG. 9B), the benefit
of CDR is reduced but it still provides up to 9% improvement
in performance. With the hotspot traffic, the benefit of CDR is
reduced as it provides up to 22% improvement with the
row(Q_ 7 placement and up to 8% improvement with the
diagonal placement.

For the batch simulations, the distribution of completion
time for each of the processor is plotted as shown in FIGS.
10A-H. With the row0__7 placement (FIGS. 10A-D), the use
of CDR provides not only higher performance in terms of
lower completion time but also results is a much tighter dis-
tribution of completion—leading to a tighter variance. Bal-
ancing the load through XY-YX and CDR with the diagonal
placement (FIGS. 10E-H) also results in a tighter distribution
when compared to DOR.

In accordance with another aspect of the invention, full
system simulation is used to validate results from synthetic
traffic simulations as well as provide inputs to the event driven
network simulator. Uniform random traffic is a widely
accepted and used traffic pattern for evaluating on-chip net-
works. As discussed above, FIG. 3 shows the distribution of
accesses (as a percentage of total memory accesses) to each
memory controller for TPC-H, SPECjbb, and others. With
most workloads, it has been observed that a uniform random
traffic pattern will accurately mimic this workload; however,
TPC-H generates hotspot traffic for which a uniform random
pattern is not representative.

Near-optimal placement can provide predictable and fair
access to the memory controllers through the on-chip net-
work. With the closed loop batch experiment results present
above, it is clear that placement can performance distribution
for synthetic workloads. FIG. 11 shows the average latency
each processor observes to access the memory controllers
versus the standard deviation across all processors with
dimension-ordered XY routing. Down and to the left are the
results with the lowest average latency and smallest standard
deviation.
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Each workload has been simulated with a diamond and a
row(__7 configuration. Four homogeneous server consolida-
tion mixes and one heterogeneous mix of TPC-H and TPC-W
were simulated in this example. With the diamond configu-
ration, each processor not only experiences lower latency, but
there is less variation in the latencies observed by each pro-
cessor. Choosing a good placement improves network latency
to memory controllers by an average of 10% across the vari-
ous workloads.

A lower standard deviation across the observed latencies
between processors and memory controllers indicates that
with a diamond configuration and simple routing, access to
memory is both predictable and fair regardless of which pro-
cessor core a thread is scheduled to execute. The tight cluster
of results for the diamond configuration indicates that an
architect can size buffers and hardware structures to tolerate
the average latency plus a small delta. These structures do not
need to be sized to accommodate along tail distribution of
memory latencies.

As discussed herein, aspects of the invention employ simu-
lation techniques at multiple levels of abstraction starting
with a fast link contention simulator that exhaustively simu-
lates all possible permutations of memory controller place-
ment, choosing the memory configuration that minimizes the
maximum (worst-case) channel load. These simulations may
be used to narrow down the field of candidate memory con-
troller configurations. It has been shown that diamond (and
similarly diagonal X) placement performs the best using
dimension-ordered routing because it is able to spread traffic
across all rows and columns.

Ithas been shown that the diamond placement has 33% less
link contention compared to the baseline row0__7 placement
of FIG. 2A. Simulations were used to show solutions for an
8x8 mesh could not be improved upon when exhaustive
search proved to be computationally intractable. It was shown
that existing routing algorithms, including dimension-or-
dered routing (DOR) with either XY and YX as well as
randomized XY-YX, are not sufficient to load balance the
processor-to-memory traffic on a 2D mesh.

Detailed simulation also shows that even a naive memory
controller placement could be improved upon using better
routing algorithm to avoid hot spots that would otherwise
arise in the processor-to-memory traffic. Class-based deter-
ministic routing routes request packets using XY dimension-
ordered routing, and reply packets route using YX dimension-
ordered routing. Implementing the baseline row(_7
placement with CDR routing can improve performance by up
to 56% for uniform random (UR) traffic, and 22% improve-
ment with hotspot memory traffic. With diamond placement,
a more modest 8% improvement from the CDR routing algo-
rithm occurs because the diamond placement efficiently
spreads the offered load among the rows and columns of the
mesh leaving less room for improvement from the routing
algorithm.

The full system simulation results discussed herein show
that the diamond (and similar diagonal X) placement has a
significantly lower variance than the row(0__7 placement (see
FIG. 11). This lower variance provides more predictable
latency-bandwidth characteristics in the on-chip network
regardless of which processor core the application is using. A
10-15% improvement in network latency is also observed
with the diamond placement.

Turning to FIG. 12, a process 300 for selecting an optimal
memory controller configuration(s) is provided according to
an embodiment of the invention. Aspects of genetic algo-
rithms are incorporated as discussed above. As shown in
block 302, the populations of multiple memory controller
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configurations are initialized. For instance, several hundred
random memory controller configurations may be initialized
for an 8x8 (or larger) processing array. As shown in block
304, each solution for an NxM interconnection network is
represented by a bit vector of N*M Boolean elements. In one
example, a logical “1” may signify a memory controller in a
given location, while a logical “0” may signify no memory
controller in that location.

For each memory controller configuration a fitness metric
fis evaluated as shown in block 306. The fitness metric f is
determined based upon a worst-case channel load over X
random permutations. The fitness metric for a given memory
configuration “C” may be expressed as f=fitness(C), where
“fitness” is a contention simulator which accepts as its input
a given configuration (C) and simulates random permutation
traffic for the network with memory controllers at specified
locations of “C”. The worst-case channel load will be the
“bottleneck link” in the network and ultimately limit the
network’s throughput. So, the fitness metric may be repre-
sented as a floating point number (e.g. 3.57) which represents
the highest (worst-case) observed channel load over the
course of simulating 10000 random permutation trials.

For small on-chip networks, such as a 4x4 mesh with 8
memory ports, there are a total of

()

or 12,870 different placements to evaluate. A 5x5 mesh with
10 memory ports has 3,268,760 different possibilities, and a
6x6 mesh has over one billion possible placements. Thus an
8x8 mesh with 16 memory ports has 4.9x10'* different con-
figurations, making exhaustive search of the design space
intractable for any network larger than 6x6. X may be, by way
of example only, 10,000 permutations. Other values or
ranges, e.g., 1,000, 5,000, 15,000 or 25,000 may be selected
based upon system complexity, time constraints and the like.

Next, at block 308 a determination is made whether the
process has stagnated, quiesced or otherwise converged to an
optimal solution. It can be determined if the algorithm has
converged on a solution by checking if there is no measurable
difference in the fitness metric over the course of several
generations—in other words, whether the process has
evolved to a local maxima. To do this, the variance of all the
solutions may be computed. If the variance over several gen-
erations is small, then stagnation may be detected. Stagnation
as used herein is determined as no improvement in the
observed fitness over a given time interval. The time interval,
e.g., 10 ms or seconds, may vary depending on system com-
plexity, program resources, etc. If there is no stagnation, then
the process proceeds to block 310; otherwise it proceeds to
block 320.

At block 310, the k best memory controller placement
solutions are chosen or otherwise selected. By way of
example only, k may be on the order of 10, 25 or 100 solu-
tions. At block 312, these k solutions are merged to form new
solutions. Merging may be done by randomly selecting two
parents and selecting bits from each parent to form new
solutions. Then, at block 314 a generation count is incre-
mented.

At block 316 a determination is made whether the maxi-
mum number of generations has been reached. In one
example, several hundred generations (e.g., 200 or 300) may
be used as a maximum. In such an example, convergence to a
solution or stagnation may occur, e.g., after 70 or 80 genera-
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tions. If the maximum has not been reached, then the process
proceeds to block 318. At block 318, new solutions are
mutated. For instance, adjacent bits in the bit vector may be
swapped. The mutated solution(s) replace any less fit solu-
tions. Thus, if a mutated solution can handle a lower worst-
case channel load than its parent, then the mutated solution
replaces the parent.

If the maximum number of generations has been reached,
then a set of optimal memory controller solutions has been
found and the process proceeds to block 320. In block 320, the
process may generate a report or list of the solutions. This
report may be stored in memory and/or displayed or other-
wise produced to a user. Upon completion, the process ends at
block 322.

The processes and operations set forth herein may be
implemented directly by one or more hardware-based proces-
sors such as sub-processing units in a multiprocessor array.
Alternatively, the processes and operations may be stored in a
computer-readable recording medium such as flash memory,
a CD-ROM, a hard drive and the like. In the latter case, the
information may be stored in electronic format as a program
for execution by the processor(s).

Aggressive many-core designs based on tiled microarchi-
tectures may have dozens or hundreds of processing cores,
but packaging constraints such as the number of pins avail-
able can limit the number of memory controllers to a small
fraction of the processing cores. As disclosed herein the loca-
tion of the memory controller within the on-chip fabric plays
a central role in the performance of memory-intensive appli-
cations.

Although aspects of the invention herein have been
described with reference to particular embodiments, itis to be
understood that these embodiments are merely illustrative of
the principles and applications of the present invention. It is
therefore to be understood that numerous modifications may
be made to the illustrative embodiments and that other
arrangements may be devised without departing from the
spirit and scope of the invention as defined by the appended
claims. Unless otherwise expressly stated, features from each
embodiment of the invention may be used with features from
any other embodiment of the invention.

The invention claimed is:

1. A method of selecting a memory controller configura-
tion, the method comprising:

identifying a plurality of memory controller configurations

for use in a multiprocessor array, each memory control-
ler configuration including a plurality of memory con-
trollers for coupling to one or more processors in the
multiprocessor array;

identifying, by one or more processors, a fitness metric for

each of the identified memory controller configurations,
the fitness metric being determined based on a bottle-
neck link in the multiprocessor array; and

selecting, by the one or more processors, at least one ofthe

identified memory controller configurations using a
value of the fitness metric.

2. The method of claim 1, wherein the fitness metric iden-
tifies at least one of a maximum channel load and a contention
rate for each given memory controller configuration.

3. The method of claim 1, further comprising determining
where there is any measurable difference in the fitness metric
over a course of multiple generations, and the selection of the
at least one memory controller configuration is made upon
determining that there is no measureable difference in the
fitness metric over the course of multiple generations.
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4. The method of claim 1, further comprising determining
whether there is improvement in the fitness metric over a
course of multiple generations.

5. The method of claim 4, wherein, when there is improve-
ment in the fitness metric over the course of the multiple
generations, selecting the at least one memory controller con-
figuration is done from a population having a lowest fitness
metric.

6. The method of claim 5, further comprising determining
whether a maximum number of generations has been reached.

7. The method of claim 6, wherein when the maximum
number of generations has been reached, the method further
comprises identifying the at least one selected memory con-
troller configuration as a set of memory controller configura-
tion solutions.

8. The method of claim 6, wherein when the maximum
number of generations has not been reached, mutating the
selected at least one memory controller configuration to pro-
duce one or more mutated solutions.

9. The method of claim 8, wherein the mutating includes
swapping adjacent bits in a bit vector of each selected
memory controller configuration.

10. The method of claim 8, wherein the mutating further
includes replacing existing ones of the selected memory con-
troller configurations with the one or more mutated solutions.

11. The method of claim 8, further comprising re-evaluat-
ing the fitness metric for each memory controller configura-
tion remaining in the mutated solutions.

12. A non-transitory recording medium having instructions
stored thereon, the instructions, when executed by one or
more processors, cause the one or more processors to perform
method of selecting a memory controller configuration, the
method comprising:

identifying a plurality of memory controller configurations

for use in a multiprocessor array, each memory control-
ler configuration including a plurality of memory con-
trollers for coupling to one or more processors in the
multiprocessor array;

identifying a fitness metric for each of the identified

memory controller configurations, the fitness metric
being determined based on a bottleneck link in the mul-
tiprocessor array; and

selecting at least one of the identified memory controller

configurations using a value of the fitness metric.
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13. The non-transitory recording medium of claim 12,
wherein the fitness metric identifies at least one of a maxi-
mum channel load and a contention rate for each given
memory controller configuration.
14. The non-transitory recording medium of claim 12, the
method further comprising determining where there is any
measurable difference in the fitness metric over a course of
multiple generations, and the selection of the at least one
memory controller configuration is made upon determining
that there is no measureable difference in the fitness metric
over the course of multiple generations.
15. The non-transitory recording medium of claim 12, the
method further comprising determining whether there is
improvement in the fitness metric over a course of multiple
generations.
16. The non-transitory recording medium of claim 15,
wherein, when there is improvement in the fitness metric over
the course of the multiple generations, selecting the at least
one memory controller configuration is done from a popula-
tion having a lowest fitness metric.
17. The non-transitory recording medium of claim 16, the
method further comprising determining whether a maximum
number of generations has been reached.
18. The non-transitory recording medium of claim 17,
wherein:
when the maximum number of generations has been
reached, the method further comprises identifying the at
least one selected memory controller configuration as a
set of memory controller configuration solutions; and

when the maximum number of generations has not been
reached, mutating the selected at least one memory con-
troller configuration to produce one or more mutated
solutions.

19. The non-transitory recording medium of claim 18,
wherein the mutating includes swapping adjacent bits in a bit
vector of each selected memory controller configuration.

20. The non-transitory recording medium of claim 18,
wherein the mutating further includes replacing existing ones
of'the selected memory controller configurations with the one
or more mutated solutions.

21. The non-transitory recording medium of claim 18, the
method further comprising re-evaluating the fitness metric for
each memory controller configuration remaining in the
mutated solutions.



